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with Bursty Traffic
Georgios I. Papadimitriou, Member, IEEE,and Andreas S. Pomportsis, Member, IEEE

Abstract—A learning-automata-based time-division mul-
tiple-access protocol for broadcast networks, which is capable of
operating efficiently under bursty traffic conditions, is introduced.
According to the proposed protocol, the station which grants
permission to transmit at each time slot is selected by means
of learning automata. The learning automata update the choice
probability of each station according to the network feedback
information in such a way that it asymptotically tends to be
proportional to the probability that this station is ready. In this
manner, the number of idle slots is minimized and the network
performance is significantly improved. Furthermore, the portion
of the bandwidth assigned to each station is dynamically adapted
to the station’s needs.

Index Terms—Broadcast communication systems, bursty traffic,
learning automata, time-division multiple access.

I. INTRODUCTION

T HE KEY ISSUE in broadcast networks is how to deter-
mine who gets to use the channel. A broad range of de-

mand assignment, random access, and fixed assignment proto-
cols have been proposed as solutions to this problem [1], [2].

Fixed assignment protocols, such as TDMA [1]–[7], RTDMA
[8], and FDMA [1], assign a fixed portion of the available band-
width to each station. In this way, collisions are avoided. Due
to the absence of collisions, protocols of this family achieve a
high performance when the traffic of each station is stable anda
priori known. However, when the traffic is bursty, fixed assign-
ment protocols are not capable of being adapted to the sharp
changes of the stations’ traffic. Therefore, their performance is
dramatically degraded.

In this letter, a new time-division multiple-access (TDMA)
protocol which is capable of operating efficiently under bursty
traffic conditions is introduced. According to the proposed
protocol, the station which grants permission to transmit is
determined means of learning automata [9]–[12]. At each time
slot, the automata take into account the network feedback
information in order to update the choice probability of the
selected station. The learning algorithm was designed in such a
way, that the choice probability of each station asymptotically
tends to be proportional to the probability that this station is
ready (i.e., it has at least one packet in its queue). In this way, the
number of idle slots is minimized and the network performance
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is significantly improved. When the traffic conditions of a station
change, this leads to a change of the choice probability of this
station. Therefore, the protocol is capable of being adapted to
the sharp load changes of a bursty traffic environment.

The proposed learning-automata-based TDMA (LTDMA)
protocol is applicable to a broad range of broadcast network
architectures, including bus, star, and wireless LANs. This
paper focuses on the theoretical aspects of LTDMA rather than
on its application to specific network architectures. The paper
is organized as follows: The proposed LTDMA protocol is
presented in Section II. An analysis of the asymptotic behavior
of the system which consists of the automata and the network is
presented in Section III, while simulation results which indicate
the superiority of the LTDMA protocol over other well-known
protocols, are presented in Section IV. Finally, concluding
remarks are given in Section V.

II. THE LTDMA PROTOCOL

According to the proposed LTDMA protocol, each station is
provided with a learning automaton which contains the basic
choice probability of each station , for ,
where is the number of stations. At each time slot, the basic
choice probabilities are normalized in the following way:

(1)

The station which grants permission to transmit is selected
according to the normalized probabilities, for .

At each time slot , the basic choice probability of the
selected station is updated according to the network
feedback information. If station transmitted a packet during
time slot , then basic choice probability of increases. Oth-
erwise, if the selected station was idle, then the basic choice
probability of decreases. The following probability updating
scheme is used [where ]:

if and

if and (2)

Since the offered traffic is bursty, when the selected station
has a packet to transmit, it is probable that this station will have
packets to transmit in the near future. Therefore, its choice prob-
ability is increased. On the other hand, when the selected station
is idle, it is probable that this station will remain idle in the near
future. Therefore, its choice probability is decreased.
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When the choice probability of a station converges to, then
this station is not selected for a long period. During this period,
it is probable that the station transits from idle to busy state.
However, since the station does not grant permission to transmit,
the automata are not capable of “sensing” the transition. The
role of parameter , is to prevent the choice probabilities of the
stations from taking values in the neighborhood of, in order to
increase the adaptivity of the protocol.

All the stations use the same learning algorithm and—due to
the broadcast nature of the network—the feedback information
is common for all the stations. Consequently, all the automata al-
ways contain the same choice probabilities. Furthermore, since
the same random number generator and the same seed is used
by all the stations, it follows that all the stations select the same
station which grants permission to transmit. Therefore, although
there is not centralized coordination between the stations, the
protocol is collision-free. Coordination between the stations by
using the same seed and a common network feedback informa-
tion is feasible. Other protocols following this approach are the
random URN [13] and the random TDMA [8].

III. A NALYSIS

Theorem 1: If the learning algorithm (2) is used andis the
probability that station is ready, then for any station

Proof: The proof is based on the methodology used in
[11]. It is proved that

and

Theorem 1 follows in a straightforward manner. The complete
proof can be found in [12].

According to Theorem 1, for any two stationsand (with
), the LTDMA asymptotically tends to satisfy the relation

(3)

This relation also holds for the normalized choice probabili-
ties and :

(4)

Thus, each station tends to take a fraction of the available
bandwidth, proportional to the probability that this station is
ready.

IV. SIMULATION RESULTS

Inthefollowing, theproposedLTDMAprotocol iscomparedto
protocolsTDMA,RTDMA,andURN[13].TDMAandRTDMA
are representative TDMA protocols, while URN is a limited con-
tention protocol [1]. In the simulation of URN, the round-robin
window mechanism is used for determining which stations grant
permission to transmit at each time slot. As it is shown in [13],
this scheme is more effective than the random URN scheme.

The protocols which are under comparison were simulated to
be applied to two networks ( and ) under bursty traffic con-
ditions.Thebursty trafficwasmodeledinawaysimilar totheones
presented in [14] and [15]. Each source-node can be in one of two
states and . When a source-node is in statethen it has no

Fig. 1. The delay versus throughput characteristics of LTDMA, TDMA, and
RTDMA when applied to networkN .

Fig. 2. The delay versus throughput characteristics of LTDMA, TDMA, and
RTDMA when applied to networkN .

packetarrivals.Whenasource-nodeisinstatethen,ateachtime
slot, it has a packet arrival with probability. Given a station is in
state at time slot , the probability that this station will transit
to state at the next time slot is . The transition probability
fromstate tostate is . It canbeshownthat,when the load
offered to the network is packets/slot and the mean burst length
is slots, then the transition probabilities are: and

. Each station is provided with a FIFO
queuewhich stores the arrivingpackets while they arewaiting for
transmission.Thequeuelengthisassumedtobeequaltopackets.
A packet arriving while the queue is full, is assumed lost.

The number of stations , the queue size , the mean burst
length and the packet arrival probability of each active sta-
tion, were taken to be as follows: 1) network

and 2) network

The delay versus throughput characteristics of protocols
LTDMA, TDMA, and RTDMA when applied to networks
and are appeared at Figs. 1 and 2, correspondingly. From
the above graphs, it becomes clear that, LTDMA achieves a
higher throughput-delay performance than protocols TDMA and
RTDMA, when operating under bursty traffic conditions. The
superiority of LTDMA over TDMA and RTDMA is due to its
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Fig. 3. The delay versus throughput characteristics of LTDMA and URN when
applied to networkN .

Fig. 4. The delay versus throughput characteristics of LTDMA and URN when
applied to networkN .

capability of using the network feedback information, instead of
blindly selecting the station which grants permission to transmit.

URN is based on the knowledge of the number of ready sta-
tions, in order to decide how many stations will grant permission
to transmit. Since the basic LTDMA protocol does not require
any knowledge of the number of ready stations, it was slightly
modified, in order to be fairly compared to URN. When there
are more than one ready stations, then the LTDMA protocol op-
erates as described above. When there is only one ready sta-
tion, then all the stations grant permission to transmit. The delay
versus throughput characteristics of the modified LTDMA pro-
tocol and URN when applied to networks and are ap-
peared at Figs. 3 and 4, correspondingly. Under light load con-
ditions, both protocols achieve a similar performance since both
of them degenerate to slotted ALOHA. Under medium or high
load conditions, LTDMA achieves a superior performance than
URN. The superiority of LTDMA is due to the following reason:

URN determines how many stations grant permission to
transmit, but makes no effort to determine which stations
should be selected. Therefore, these stations are selected in a
round-robin fashion. Under medium or heavy load conditions
only one station grants permission to transmit, thus the network
throughput is: .

On the other hand, LTDMA is based on the network feed-
back information in order to give permission to transmit to sta-
tions that are most likely to be ready. In this case, the network
throughput is: . As stations with higher
probability of being ready are selected with higher proba-
bility , it follows that: .

V. CONCLUSION

This letter has presented a new TDMA protocol. According
the proposed LTDMA protocol, the station which grants per-
mission to transmit at each time slot is selected by means of
learning automata, which are capable of being adapted to the
sharp changes of the stations’ traffic. Therefore, the new pro-
tocol is capable of achieving a low delay and a high throughput
in the dynamic bursty traffic environment.

The main characteristics of the LTDMA protocol are summa-
rized below.

1) It achieves a high performance, even when the offered
traffic is bursty.

2) The protocol is self-adaptive. Theorem 1, indicates that
each station tends to take a fraction of the available band-
width proportional to its needs.

3) No centralized control of the stations is required, since the
protocol is fully distributed.
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