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Abstract—Due to its fixed assignment nature, the well-known
time division multiple access (TDMA) protocol suffers from poor
performance when the offered traffic is bursty. In this paper, an
adaptive TDMA protocol, which is capable of operating efficiently
under bursty traffic conditions, is introduced. According to the
proposed protocol, the station which is granted permission to
transmit at each time slot is selected by means of learning automata
(LA). The choice probability of the selected station is updated by
taking into account the network feedback information. The system
which consists of the LA and the network is analyzed and it is
proven that the choice probability of each station asymptotically
tends to be proportional to the probability that this station is not
idle. Although there is no centralized control of the stations and
the traffic characteristics are unknown and time-variable, each
station tends to take a fraction of the bandwidth proportional to
its needs. Furthermore, extensive simulation results are presented,
which indicate that the proposed protocol achieves a significantly
higher performance than other well-known TDMA protocols
when operating under bursty traffic conditions.

Index Terms—Bursty traffic, learning automata (LA), learning
medium access control (LMAC), population-based incremental
learning (PBIL), time division multiple access (TDMA).

I. INTRODUCTION

T HE KEY issue in broadcast networks is how to determine
who gets to use the channel. A broad range of demand as-

signment, random access, and fixed assignment protocols have
been proposed as solutions to this problem.

Demand assignment protocols [1], [2] are based on a sig-
naling procedure which allows certain network entities to be
informed about the transmission and networking needs and de-
mands of the network stations. Random access protocols [1],
[2] are characterized by the fact that stations contend for ac-
cess to the communications channel, in accordance with an algo-
rithm that can lead to colliding transmissions. All of the collided
packets are scheduled for retransmission. Fixed assignment pro-
tocols [1]–[11] assign a fixed portion of the available bandwidth
to each station. In this way, collisions are avoided. Due to the ab-
sence of collisions, protocols of this family achieve a high per-
formance when the traffic of each station is stable anda priori
known. However, when the traffic is bursty, fixed assignment
protocols are not capable of being adapted to the sharp changes
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of the stations’ traffic [1], [3]. Therefore, their performance is
dramatically degraded.

In this paper, an adaptive time division multiple access
(TDMA) protocol which is capable of operating efficiently
under bursty traffic conditions is introduced. According to the
proposed protocol, the station which is granted permission to
transmit is determined by means of learning automata (LA)
[12]–[28] that implement a variation of the population-based
incremental learning (PBIL) algorithm [29]–[31]. LAs are
adaptive decision making devices that operate in unknown
stochastic environments and progressively improve their per-
formance via a learning process. The reader can consult [14] in
order to study the various families of LAs.

At each time slot, the LAs take into account the network feed-
back information in order to update the choice probability of the
selected station. The probability updating scheme is designed in
such a way, that the choice probability of each station asymptot-
ically tends to be proportional to the probability that this station
is not idle. In this way, the number of idle slots is minimized
and the network performance is significantly improved. When
the traffic conditions of a station change, this leads to a change
of the choice probability of this station. Therefore, the protocol
is capable of being adapted to the sharp load changes of a bursty
traffic environment.

The proposed learning medium access control (LMAC) pro-
tocol is applicable to a broad range of broadcast network archi-
tectures, including bus, star, and wireless local area networks
(LANs). This paper focuses on the theoretical aspects of LMAC
rather than on its application to specific network architectures.

The paper is organized as follows. The problem formulation
is given in Section II. The proposed LMAC protocol is presented
in Section III, while an analysis of the asymptotic behavior of
the proposed scheme is presented in Section IV. In Section V,
extensive simulation results are presented which indicate the su-
periority of the LMAC protocol over other well-known TDMA
protocols. Finally, concluding remarks are given in Section VI.

II. PROBLEM FORMULATION

Let be the set of stations, whereis the
number of stations. All the stations are connected to a broad-
cast transmission medium (e.g., a copper wire or an optical cou-
pler). Data are transmitted in the form of packets. All packets
are of equal length. The time axis is slotted, with the slot dura-
tion being equal to the packet transmission time. Packet trans-
missions are synchronized with the time slots. Thus, no packet
transmission is allowed to start in the middle of a time slot.
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Fig. 1. Snapshot of bursty traffic over a period of 25 slots. Packets are arriving at the stations in bursts. During a burst, the station has exactly one packet arrival
at each time slot. During the idle periods, there are no packet arrivals.

Each station is provided with a waiting queue where the
packets are temporarily stored while waiting to be transmitted.
For all stations, the queue capacity is assumed to be equal to
packets. When a packet arrives at a stationwhile the waiting
queue of this station is full, the packet is discarded. Otherwise,
if the queue is not full, it is stored in the queue. It remains there
until it is transmitted.

The traffic, which is offered to the stations, is assumed to be
bursty [32].Packetsarriveat thestationsin longbursts(seeFig.1).
Thus,eachstationcanbe inoneof twostates:activeor idle.When
a station is active, it has one packet arrival at each time slot. On
the other hand, when a station is idle, it has no packet arrivals.
The mean burst duration is slots. In order to avoid collisions,
only one station is allowed to transmit at each time slot.

In a bursty traffic environment, the bandwidth demands of
stations are asymmetric and time-variable. The main challenge
in such an environment, is to share the available bandwidth
among the stations according to their needs. The key problem
is to determine which station is granted permission to transmit
at each time slot. In order to reduce the number of idle slots,
stations which have packets to transmit must be granted permis-
sion to transmit more frequently than other stations. This is not
an easy task, because each station operates independently from
the others and has no knowledge of their states.

A second problem is to guarantee that—although there is no
centralized coordination between the stations—all the stations
arrive at the same conclusion on which station is granted per-
mission to transmit at each time slot.

The proposed LMAC protocol copes with the above problems
by using a variation of the PBIL algorithm.

III. T HE LMAC PROTOCOL

The LMAC protocol is based on a variation of the PBIL algo-
rithm [29]–[31]. The PBIL algorithm is a combination of com-

petitive learning [12]–[28] and genetic algorithms (GAs)[33],
[34]. The PBIL algorithm attempts to explicitly maintain sta-
tistics about the search space to decide where to sample next.
The object of the algorithm is to create a real valued proba-
bility vector, which when sampled reveals high-quality solution
vectors with high probability. A probability vector which is de-
noted by is maintained, with

being the probability of obtaining a “1” in theth
position. A number of sample vectors are generated according
to the probability vector . Then, the sample vectors are evalu-
ated and the probability vector is updated toward the best sample
vector. The algorithmic description of the PBIL algorithm is pre-
sented below [30].

Procedure PBIL;

begin

( � Initialize the probability vector �)

for j:=1 to K do P [j]:=0:5;

repeat

( � Generate samples according to probabili-
ties P�)

for i:=1 to S do

for j:=1 to K do

if RND[j] < P [j] then sample vector [i; j]:=1

else sample vector [i; j]:=0;

( � Update Probability Vector �)

for i:=1 to S do

evaluation[i]:=evaluate(sample vector [i]);

best vector :=�nd best vector(sample vector ;evaluation);

for j:=1 to K do P [j]:=P [j]�(1�L)+best vector [j]�L;

forever;

end;
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where
number of sample vectors gen-
erated before update of the
probability vector;
learning rate (how fast to ex-
ploit the search performed);
number of bits in a generated
sample vector;

for random numbers which are
chosen from the (0,1) interval
according to the uniform prob-
ability distribution.

The proposed LMAC protocol uses a variation of the PBIL
algorithm. The number of bits in a vector is taken to be equal
to the number of network stations, thus, . A sample
vector schedule is generated according to the probability vector

. Thus, .
The generated sample represents a transmission schedule.

The presence of a “1” in theth position of theschedule
(schedule ) implies that station is granted permission
to transmit during this transmission schedule. On the other
hand, the presence of a “0” in theth position of schedule
(schedule ) implies that station is not granted per-
mission to transmit during this schedule. After all stations
with schedule are granted permission to transmit, the
probability vector is updated according to the network feedback
information. Then, a new sample vector is selected according
to the new probability vector, and so on.

The presented algorithm differs from the PBIL algorithm in
that the probability updating scheme is not based on a total eval-
uation of each schedule, but on a separate evaluation for each
element of the schedule. Ifschedule and has no
packets to transmit (idle slot), then decreases. On the other
hand, ifschedule and has a packet to transmit (suc-
cessful transmission), then increases. Let be the sta-
tion which is granted permission to transmit at time slotand
slot be the channel status during this time slot. The following
probability updating scheme is used [where: and

]:

if and IDLE

if andslot IDLE

(1)

At each station , the above learning algorithm is imple-
mented by means of a learning automaton. Since the offered
traffic is bursty, when the selected station has a packet to
transmit, it is probable that this station will have packets to
transmit in the near future. Therefore, its choice probability
is increased according to (1). On the other hand, when the se-
lected station is idle, it is probable that this station will remain
idle in the near future. Therefore, its choice probability is
decreased according to (1).

When the choice probability of a station converges to 0,
then this station is not granted permission to transmit for a
long period. During this period, it is probable that the station

transits from idle to busy state. However, since the station is not
granted permission to transmit, the protocol is not capable of
“sensing” the transition. The role of parameter, is to prevent
the choice probabilities of the stations from taking values in
the neighborhood of 0, in order to increase the adaptivity of
the protocol.

All of the stations use the same probability updating scheme
and due to the broadcast nature of the network, the net-
work feedback information is common for all the stations.
Consequently, all the stations always contain the same choice
probabilities. Furthermore, since the same random number gen-
erator and the same seed is used by all the stations, it follows
that all the stations select the same station which is granted
permission to transmit [10]. Therefore, although there is no
centralized coordination between the stations, the protocol is
collision-free.

The flowchart of the proposed LMAC protocol is given in
Fig. 2. Its algorithmic description is presented below.

Procedure LMAC;

begin

t := t + 1;

( � Initialize the probability vector P �)

for j:=1 to N do P [j]:=0:5;

repeat

( � Use vector P to generate a transmission
schedule �)

for j:=1 to N do

if RND[j] < P [j] then schedule[j]:=1 else

schedule[j]:=0;

( � Update the probability vector P �);

for j:=1 to N do if schedule[j] = 1 then

begin

t:=t + 1;

u(t):=uj ( � uj is granted permission to
transmit at slot t �)

if slot(t) <> IDLE then P [j]:=P [j]+L�(1�P [j])

else P [j]:=P [j] � L � (P [j] � a);

end;

forever;

end;

Let us consider an example in order to clearly demonstrate
the operation of the proposed protocol. Assume, for example,
that and .
The transmission schedule is constructed by selecting seven
random numbers
from the (0,1) interval according to the uniform prob-
ability distribution and comparing them with the cor-
responding probabilities . Assume, for example,
that . If

(for ) then station is
included in the current transmission schedule. Otherwise, it
is not included in the schedule. In our example, the resulting
transmission schedule consists of stations, , and .
These stations are sequentially granted permission to transmit
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Fig. 2. Flowchart that outlines the operation of the LMAC protocol.

at the next three slots. Then, the probability vector is
updated according the network feedback information (suc-
cessful transmission or idle slot) during these slots by using
the probability updating scheme (1). Then, a new transmis-
sion schedule is generated and same procedure is repeatedly
executed.

IV. A NALYSIS

It can be proven that under the LMAC protocol each station
tends to take a fraction of the available bandwidth, proportional
to the probability that this station is not idle. Therefore, the por-
tion of the bandwidth, which is assigned to each station tends to
be proportional to the station’s needs. In this way, the number
of idle slots is minimized and the network performance is im-
proved. The above statement is formally expressed by the fol-
lowing theorem.

Theorem 1: If the probability updating scheme (1) is used
and is the probability that station is not idle (for

), then for any station

Proof: To prove Theorem 1, we shall use the following
theorem, which is presented in [28] and [35].

Theorem 2: Let be a stationary Markov process
dependent on a constant parameter . Each ,
where is a subset (any subset) of the real line. Let

. The following are assumed to
hold:

1) is compact.
2) .
3) .
4) where

for and as

5) has a Lipschitz derivative in.
6) is Lipschitz in .

If Assumptions 1–6 hold, has a unique root in and
, then

uniformly for all and
.

For any the differential equation
has a unique solution with

and uniformly for all
and .

has a normal distribution with zero
mean and finite variance as and .

Note: and can be any functions that satisfy the above
conditions. A presentation of the proof of Theorem 2 is beyond
the scope of the paper.

Proof of Theorem 2:The proof of the above theorem is
due to M. F. Norman and can be found in [35].

To apply the above theorem to the proof of Theorem 1, we
have to identify

We have

(2)

(3)

(4)
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Fig. 3. Delay versus throughput characteristics of LMAC, TDMA, and RTDMA when applied to networkN .

Fig. 4. Throughput versus load characteristics of LMAC, TDMA, and RTDMA when applied to networkN .

The functions and are defined as follows:

(5)

(6)

It is immediately seen that Assumptions 1–6 are satisfied.
It can also be proven that and are Lipschitz
in by showing that their first derivatives [ and

, respectively] are bounded [36] for .
It remains to show that has a unique root near

the point and that . It
is immediately seen that has a unique root at the point

. Since can be arbitrarily small, it follows

that is in the neighborhood of the point . The
derivative of at this point is

(7)
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Fig. 5. Delay versus throughput characteristics of LMAC, TDMA, and RTDMA when applied to networkN .

Fig. 6. Throughput versus load characteristics of LMAC, TDMA, and RTDMA when applied to networkN .

It has been shown that has a unique root in the
neighborhood of the point and that the derivative of

at this point is negative.
If we set , the differential equation

is satisfied ( ). Thus,
is a solution of the above differential equation.

From Theorem 2, it is derived that this solution is unique,
thus all the solutions starting in of the differential
equation converge to the point

. According to Theorem 2, we
have

and

for all

Consequently

q.e.d. (8)

The exact values of and depend on the environment
where the automata operate. When the environment is slowly
switching or when the environmental responses have a high
variance, and must be very close to zero in order to
guarantee a high accuracy. On the other hand, in a rapidly
switching environment or when the variance of the environ-
mental responses is low, higher values ofand can be used,
in order to increase the adaptivity of the protocol. Thus, when
the burst length is high or the queue length is low, then small
values of and must be selected. On the other hand, when
the burst length is low or when the queue length is high, then
and can be much higher.



PAPADIMITRIOU et al.: LEARNING AUTOMATA IN THE CONTROL OF BROADCAST NETWORKS 787

Fig. 7. Delay versus throughput characteristics of LMAC, TDMA, and RTDMA when applied to networkN .

Fig. 8. Throughput versus load characteristics of LMAC, TDMA, and RTDMA when applied to networkN .

V. SIMULATION RESULTS

In this section, the proposed LMAC protocol is compared
to two representatives of TDMA protocols, namely, TDMA
[2]–[9] and the random time division multiple access (RTDMA)
[10], [11].

The protocols which are under study are compared by simu-
lation using four different networks and and
under bursty traffic conditions. The bursty traffic was modeled
in the following way (which is identical to the one presented in
[32]): Each node can be in one of two statesand . When a
node is in state then it has no packet arrivals. When a node is
in state then at each time slot it has one packet arrival. Given
a station is in state at time slot , the probability that this sta-
tion will transit to state at the next time slot is . The transi-
tion probability from state to state is . Clearly, the mean
number of time slots that the station spends in stateis given by

, where is the mean burst length. The periods that

each station stays in statesand are assumed to be geomet-
rically distributed with means of and , respectively. The
probability for a station to be in state is given by

. All the stations are assumed to have the same load. The
total load which is offered to the network is packets/slot.
Therefore, each station has a load of packets/slot and con-
sequently, can be calculated as follows:

The number of stations , the queue size , and the mean
burst length , were taken to be as follows:

a) Network : ;
b) Network : ;
c) Network : ;
d) Network : .
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Fig. 9. Delay versus throughput characteristics of LMAC, TDMA, and RTDMA when applied to networkN .

Fig. 10. Throughput versus load characteristics of LMAC, TDMA, and RTDMA when applied to networkN .

The above values of the number of stations and the queue size
are realistic for LANs. The same values have also been used in
[37].

We have used the following two broadly used performance
metrics in order to compare the three protocols:

1) the delay versus throughput characteristic;
2) the throughput versus offered load characteristic.
The delay versus throughput characteristics of the compared

protocols when they are applied to networks
and are depicted in Figs. 3, 5, 7, and 9, respectively. The
throughput versus offered load characteristics of the compared
protocols when they are applied to networks and

are depicted in Figs. 4, 6, 8, and 10, respectively.
From the above graphs, it becomes clear that LMAC achieves

a significantly higher delay-throughput and throughput-load
performance than the TDMA and RTDMA protocols, when
operating under bursty traffic conditions. The performance

improvement which is achieved by the use of LMAC is higher
when the offered traffic is more bursty. The proposed LMAC
protocol achieves a mean packet delay which is form 80%
to 90% lower than the one achieved by TDMA or RTDMA.
Furthermore, LMAC achieves a throughput improvement from
20% to 500% in comparison to TDMA or RTDMA.

VI. CONCLUSION

This paper has presented a new medium access control pro-
tocol for broadcast networks. According to the proposed LMAC
protocol, the station, which is granted permission to transmit at
each time slot, is selected by means of LAs, which are capable
of being adapted to the changes of the stations’ traffic. There-
fore, the new protocol is capable of achieving a low delay and a
high throughput in the dynamic bursty traffic environment.

The main characteristics of the LMAC protocol are reiterated
in the following paragraphs.
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It achieves a high performance, even when the offered traffic
is bursty. LMAC achieves a throughput improvement from 20%
to 500% and a delay decrease from 80% to 90% in comparison
to TDMA or RTDMA.

The protocol is self-adaptive and each station tends to take
a fraction of the available bandwidth proportional to its needs.
Furthermore, when a station goes down for a long period, its
choice probability converges toand consequently, the avail-
able bandwidth is shared between the other stations.

No centralized control of the stations is required, since the
protocol is fully distributed.

It is fault-tolerant, since its operation is not affected by a pos-
sible node failure.

No significant increase in the implementation cost is in-
troduced. The only additional cost, in relation to TDMA or
RTDMA, is the cost of the processors that implement the LAs.

The use of LAs offers a new, highly promising approach to
the design of self-adaptive multiaccess protocols for communi-
cation networks. We are currently working in this direction.
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