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Andreas S. Pomportsis

L EARNING automata [1] have attracted a considerable in-
terest in the last three decades. They are adaptive deci-

sion making devices that operate in unknown stochastic envi-
ronments and progressively improve their performance via a
learning process. They have been initially used by psychologists
and biologists to describe the human behavior from both psy-
chological and biological viewpoints. Learning automata have
made a significant impact on all areas of engineering. They can
be applied to a broad range of modeling and control problems,
which are characterized by nonlinearity and a high degree of
uncertainty. Learning automata have some key features, which
make them applicable to a broad range of applications: they
combine rapid and accurate convergence with a low computa-
tional complexity.

Learning is defined as any permanent change in behavior as a
result of past experience, and a learning system should therefore
have the ability to improve its behavior with time, toward a final
goal. In a purely mathematical context, the goal of a learning
system is the optimization of a function not known explicitly
[2].

Thirty years ago, Tsypkin [3] introduced a method to re-
duce the problem to the determination of an optimal set of pa-
rameters and then applied stochastic hill-climbing techniques.
Tsetlin [4] started the work on learning automata during the
same period. An alternative approach to applying stochastic hill-
climbing techniques, introduced by Narendra and Viswanathan
[5], is to regard the problem as one of finding an optimal action
out of a set of allowable actions and to achieve this using sto-
chastic automata. The difference between the two approaches
is that the former updates the parameter space at each iteration
while the latter updates the probability space.

The stochastic automaton attempts a solution of the problem
without any information on the optimal action. One action is
selected at random, the response from the environment is ob-
served, action probabilities are updated based on that response,

Manuscript received November 15, 2001; revised March 1, 2002.
M. S. Obaidat is with the Department of Computer Science, Monmouth Uni-

versity, West Long Branch, NJ 07764 USA (e-mail: obaidat@monmouth.edu).
G. I. Papadimitriou and A. S. Pomportsis are with the Department of In-

formatics, Aristotle University, 54006 Thessaloniki, Greece (e-mail: gp@csd.
auth.gr; apombo@csd.auth.gr).

Publisher Item Identifier S 1083-4419(02)06470-1.

and the procedure is repeated. A stochastic automaton acting as
described to improve its performance is called a learning au-
tomaton.

The learning automata were developed in the area of math-
ematical psychology. Early research in this area is surveyed
by Bush and Mosteller [6] and Atkinsonet al. [7]. Tsetlin [4]
introduced deterministic automaton operating in random envi-
ronments as a model of learning. Most of the efforts done on
learning automata theory have followed the trend set by Tsetlin,
Varshavski, and Vorontsova [8] and described the use of sto-
chastic automata with updating of action probabilities which re-
sults in reduction in the number of states in comparison with de-
terministic automata.

Fu [9] introduced stochastic automata into the control scien-
tific area. Linear updating schemes are presented by McLaren
[10]. Chandrasekaran and Shen [11], [12] studied nonlinear up-
dating schemes, nonstationary environments and games of au-
tomata.

Thathachar and Sastry [13], [14] introduced the class of esti-
mator learning automata. Estimator learning automata are char-
acterized by the use of running estimates of the reward prob-
abilities of actions. The change in the probability of choosing
an action is based on the running estimates of the probability of
reward rather than on the feedback from the environment. This
means that even when an action is rewarded it is possible that
the probability of choosing another action is increased. These
algorithms, at every time instant, increase the probability of
choosing the action with the maximum current estimate of re-
ward probability. Simulation results have demonstrated the su-
periority of the estimator algorithms over the traditional learning
algorithms.

Oommen and Christensen [15] introduced the discretized
learning automata. Automata of this category are characterized
by the fact that action probabilities can take values from a
finite set only. Discretized learning automata converge faster
than the continuous ones and consequently, they achieve a
higher performance. Oommen and Lanctot [16] presented a
discretized estimator-based learning automaton that achieves a
high performance in every stationary stochastic environment.

Apart from papers that address theoretical aspects of learning
automata [2]–[23], a broad range of applications of learning au-
tomata to practical problems have also been presented.
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In [24], Najim and Poznyak introduced a multimodal
searching technique which is based on learning automata with
changing number of actions.

An application of learning automata in the medium access
control of optical networks is presented in [25]. Each station
of the network is provided with a learning automaton that de-
cides which of the packets waiting for transmission will be
transmitted during the next time slot. The learning algorithm is
designed in such a way, that the probability of choosing each
packet asymptotically tends to be proportional to the proba-
bility that no receiver conflict will appear to the destination
node of this packet. In this way, the number of receiver con-
flicts is reduced and the network performance is significantly
improved.

Oommen and De St. Croix [26] proposed the use of learning
automata in the graph partitioning problem. It is the first re-
ported learning-automata-based solution to the above NP-com-
plete problem which involves partitioning the nodes of a graph
into sets of equal size in order to minimize the sum of the costs
of the edges having end-points in different sets.

The same authors [27] proposed an application of learning au-
tomata in a pattern recognition problem that involves comparing
a noisy string with every element of a dictionary. A learning-au-
tomaton-based solution to string taxonomy is proposed.

In [28], Ikonen and Najim proposed a learning-automata-
based algorithm for training the rule base of a fuzzy logic pro-
cessor.

Unsalet al. [29] introduced an intelligent controller for an
automated vehicle, planning its own trajectory based on sensor
and communication data. The intelligent controller is designed
using learning automata theory. Using the data received from
on-board sensors, two automata (one for lateral actions, one for
longitudinal actions) can learn the best possible action to avoid
collisions. The system has the advantage of being able to work
in unmodeled stochastic environments, unlike adaptive control
methods or expert systems.

In [30], Oommen and Roberts proposed a learning-automata-
based solution to the capacity assignment problem of commu-
nication networks. This problem focuses on finding the lowest
cost link capacity assignments that satisfy certain delay con-
straints for several distinct classes of packets that traverse the
network.

The objective of this special issue is to present high-quality
papers on theoretical aspects and real-world applications
of learning automata. In this issue, we have accepted eight
regular papers and three technical correspondences out of
24 submissions from all over the world. Each paper was
refereed by at least three qualified reviewers according to the
practice of the IEEE TRANSACTIONS ONSYSTEMS, MAN, AND

CYBERNETICS—PART B: CYBERNETICS. The accepted papers
cover a broad area of theory and applications of learning
automata. We hope this special issue will give a boost to the
research in the learning automata area.

Thathachar and Sastry provide an overview of the learning
automata area. The focus is on the latest developments in
the area, such as parametrized learning automata, general-
ized learning automata, and continuous action-set learning
automata. Groups of learning automata forming teams and

feedforward networks are also considered. The authors attempt
to bring together latest developments in the learning automata
area in a unified framework.

Economides and Kehagias introduce a fixed-structure, multi-
action, reward-penalty learning automaton. The proposed STAR
automaton is characterized by the star-shaped structure of its
state transition diagram. The proposed scheme is-optimal and
has a faster convergence rate than variable structure automata.

Agache and Oommen present two estimator-based general-
ized pursuit learning algorithms. These algorithms differ from
the well-known pursuit algorithms in that they pursue all the
actions with higher reward estimates than the chosen action,
rather than pursuing only the current estimated optimal action.
In this way, the speed of convergence and accuracy are signifi-
cantly improved. The proposed algorithms are among the fastest
learning automata reported in the literature and are proved to be
-optimal.

Baba and Mogami propose and extension of the relative re-
ward strength algorithm [17] in such a way, that it can be applied
to learning automata with hierarchical structure. It is proved that
the proposed scheme converges with probability one under cer-
tain type of nonstationary stochastic environment.

Poznyak and Najim introduce a new learning algorithm for
an -person averaged stochastic game with constraints, and
unknown payoffs and constraints. A reinforcement learning al-
gorithm for obtaining stationary Nash equilibrium strategies is
presented. Under the assumption that the game has a unique
Nash equilibrium, it is proved that the algorithm asymptotically
achieves Nash equilibrium.

Verbeeck and Nowe compare the field of ant colony optimiza-
tion with an interconnected learning automata model. They find
that these two models match perfectly and the theory of learning
automata can serve as a good theoretical tool for analyzing ant
colony optimization algorithms and multiagent systems in gen-
eral.

Papadimitriouet al. present a new adaptive medium access
control protocol for broadcast networks with bursty traffic,
which is based on the use learning automata. According to
the proposed protocol, the station which is granted permission
to transmit at each time slot is selected by means of learning
automata. The choice probability of the selected station is up-
dated by taking into account the network feedback information.
The system which consists of the learning automata and the
network is analyzed and it is proven that the choice probability
of each station asymptotically tends to be proportional to the
probability that this station is not idle. In this way, the number
of idle slots is minimized and a high network performance is
achieved.

El-Oseryet al.present an application of learning automata in
the area of multiagent robotics. They use a virtual laboratory
architecture to demonstrate the use of stochastic-learning-au-
tomata-based control of two cooperative robots.

Howell et al. combine learning automata and genetic al-
gorithms to achieve an increase in the rate of convergence
for learning automata and also improve the escape from local
minima.

Obaidatet al. present an adaptive learning-automata-based
shared-medium ATM switch. The proposed switch achieves a
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high performance and is scalable for large number of ports, be-
cause the time complexity of the proposed learning algorithm is
independent of the number of ports.

Oommen and Roberts present a solution to the capacity
assignment problem for prioritized networks, that is based on
the use of discretized learning automata. The proposed solution
finds the best possible set of capacities for the links that satisfy
the traffic requirements of the network while minimizing the
cost.
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